
             IJMIE           Volume 3, Issue 3             ISSN: 2249-0558 
__________________________________________________________   

 

 

A Monthly Double-Blind Peer Reviewed Refereed Open Access International e-Journal - Included in the International Serial Directories 
Indexed & Listed at: Ulrich's Periodicals Directory ©, U.S.A., Open J-Gage as well as in Cabell’s Directories of Publishing Opportunities, U.S.A. 

International Journal of Management, IT and Engineering 
http://www.ijmra.us 

 
275 

March 
2013 

 

Review of Workflow Scheduling Algorithms 

in Cloud/Grid Computing 

 

Salisu Musa Borodo

  

Aboamama Attahir Ahmed


 

 

Abstract 

In this paper, a review is carried out on the Workflow scheduling algorithms that have been 

devised by researchers in cloud/Grid computing environment. The taxonomy of the workflow 

scheduling algorithms is stated, the constraint the algorithms look into such as make span, user 

priority, cost. The results obtained by the algorithms after experiments are compared with other 

algorithms that were used in the same context are also provided. 
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1.   INTRODUCTION 

Cloud creates an infrastructure for enabling users to consume services (infrastructure, 

software and platform) transparently over a secure, shared, scalable, sustainable and standard 

worldwide network environment. In addition to this flexibility, Cloud infrastructure services 

provide the illusion of limitless resource allocation for most users. Grids have emerged as a global 

cyber-infrastructure for the next-generation of e-Science and e-business applications, by 

integrating large-scale, distributed and heterogeneous resources. More recently, Grid Computing 

is a high performance computing environment that allows sharing of geographically distributed 

resources across multiple administrative domains and used to solve large scale computational 

demands. In the grid environment, users can access the resources transparently without knowing 

where they are physically located. Grid computing has progressed towards a service-oriented 

paradigm which defines a new way of service provisioning based on utility computing models. 

Within utility Grids, each resource is represented as a service to which consumers can negotiate 

their usage and quality of service [1]. A Scientific Workflow Systems is a specialized form of 

a workflow management system designed specifically to compose and execute a series of 

computational or data manipulation steps, or a workflow, in a scientific application. Scientific 

workflows are usually both computation and data-intensive since they often consist of hundreds 

of thousands of tasks, consume gigabytes and terabytes input datasets and generate similar 

amounts of intermediate data. Therefore, it is common for scientists to execute these workflows in 

distributed large scale computational environments such as clusters and grids. There are many 

scientific problems that require grid environment to get solved. It provides an environment to 

solve problems in physics, chemistry, nuclear fusion, earth science, space, human health, 

agriculture, medicine, education, research etc. In medical and biomedical fields, grid computing is 

useful in digital x-ray image analysis, radiation therapy simulation and protein folding. In 

chemistry, problems related to quantum chemistry, organic chemistry and polymer modeling 

makes use of grid computing. In physics, high energy physics, theoretical physics, lattice 

calculations, combustion and neutrino physics use grid environment. Effective scheduling is a key 

concern for the execution of performance driven applications, such as workflows in dynamic and 

cost driven environments including Cloud [2].The main challenge of dynamic workflow 

scheduling on virtual clusters lies in how to reduce scheduling overhead and handle workload 

dynamics [3]. This paper would review different workflow scheduling algorithms that have been 
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devised by researchers in the area of cloud/Grid computing, it would also highlight the 

performance of some selected workflow scheduling algorithms. 

 

 

2.   WORKFLOW SCHEDULING ALGORITHMS IN CLOUD/GRID COMPUTING 

 

Before scheduling tasks in a grid environment, the characteristics of the grid should be 

taken into account. Some of the characteristics of the grid includes (i) geographical distribution 

where the resources of grid may be located at distant places (ii) heterogeneity, a grid consists of 

hardware as well as software resources that may be files, software components, sensor programs, 

scientific instruments, display devices, computers, supercomputers networks etc (iii) resource 

sharing, different organizations may own the resources of the grid (iv) multiple administrations, 

each organization may establish different security and administrative policies to access their 

resources (v) resource coordination, to get combined computing capabilities, grid resources must 

be coordinated [4]. Scheduling is highly complicated by the distributed ownership of the grid 

resources as consumers and providers of the grid resources have their own access policy, 

scheduling strategy and optimization objectives [5]. Grid schedulers should also support 

advanced features such as (i) user requested job priority (ii) advanced reservation of resources 

(iii) resource usage limits enforced by administrators (iv) user specifiable resource requirements 

etc. There are a number of grid scheduling architectures available. For small set of machines, a 

centralized architecture with a single scheduler is enough, but it wouldn‘t scale and not fault 

tolerant in a geographically distributed systems. User level grid schedulers are used to select the 

local schedulers to submit the applications [6]. Another approach is one where grid schedulers 

are organized into a tree structure [7]. Like the above said architectures, several architectures are 

available to reduce the complexity of the problem for particular application scenarios. Generic 

features of enterprise grids, high performance computing grids and global grids have been 

identified to develop a scheduling instance for the scheduling solutions [8]. Even though 

different grid architectures exist, there are also some common features for all the grid schedulers. 

The grid schedulers deal with organizing the information providers in such a way that the users 

can have an easy access to the data. They can also recognize the file system or whether any type 

of resource is cached or which resource is rapidly available. There are two major types of 
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workflow scheduling (see Figure 1), best-effort based and Quality of Service (QoS) constraint 

based scheduling. The best-effort based scheduling attempts to minimize the execution time 

ignoring other factors such as the monetary cost of accessing resources and various users‘ QoS 

satisfaction levels. On the other hand, QoS constraint based scheduling attempts to minimize 

performance under most important QoS constraints, for example time minimization under budget 

constraints or cost minimization under deadline constraints.  

 

A Best-effort based workflow scheduling 

 

Best-effort based workflow scheduling algorithms attempt to complete execution at the 

earliest time, or to minimize the make span of the workflow application. The make span of an 

application is the time taken from the start of the application, up until all outputs are available to 

the user [9]. There are two types, heuristic and meta heuristic 

 

I. Heuristics Based 

 

Individual Task Scheduling: The individual task scheduling is the simplest scheduling method 

for scheduling workflow applications and it makes schedule decision based only on one 

individual task. The Myopic algorithm is an example 

 

List Scheduling: A list scheduling heuristic prioritizes workflow tasks and schedules the tasks 

based on their priorities. There are two major phases in a list scheduling heuristic, the task 

prioritizing phase and the resource selection phase. We categorize workflow-based list 

scheduling algorithms as either batch mode(Min min, Max min, Sufferage), dependency 

mode(HEFT) or dependency-batch mode(Hybrid). 

 

Cluster and Duplication Based Scheduling: Both cluster based scheduling and duplication 

based scheduling are designed to avoid the transmission time of results between data 

interdependent tasks, such that it is able to reduce the overall execution time. The cluster based 

scheduling clusters tasks and assign tasks in the same cluster into the same resource, while the 

duplication based scheduling use the idling time of a resource to duplicate some parent tasks, 
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which are also being scheduled on other resources. An example is the TANH algorithm which 

makes of use of both Cluster and Duplication based scheduling 

 

II. Meta heuristics Based 

 

Meta heuristics provide both a general structure and strategy guidelines for developing a 

heuristic for solving computational problems. They are generally applied to a large and 

complicated problem. They provide an efficient way of moving quickly toward a very good 

solution. Many Meta heuristics have been applied for solving workflow scheduling problems, 

including GRASP, Genetic Algorithms and Simulated Annealing. 

 

III Comparison of Best Effort Scheduling Algorithms 

 

In comparison with the heuristics based scheduling approaches, the advantage of the meta 

heuristics based approaches is that it produces an optimized scheduling solution based on the 

performance of entire workflow, rather than the partial of the workflow as considered by 

heuristics based approach. However, the scheduling time used for producing a good quality 

solution required by Meta heuristics based algorithms is significantly higher than that of a 

heuristic algorithm.  

 

B. Quality of Service   constraint based workflow scheduling 

 

Many workflow applications require some assurances of quality of services (QoS).  For 

these applications, workflow scheduling is required to be able to analyze users‘ QoS 

requirements and map workflows on suitable resources such that the workflow execution can be 

completed to satisfy users‘ QoS constraints. However, completing the execution within a 

required QoS not only depends on the global scheduling decision of the workflow scheduler but 

also depends on the local resource allocation model of each execution site. The users sometimes 

may prefer to use cheaper services with a lower QoS that is sufficient to meet their requirements. 

Two heuristic QoS based scheduling and metaheuristic algorithms are explained below. 
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1.  Deadline constraint Scheduling  

 

Some workflow applications are time critical and require the execution to be completed 

within a certain time frame. Deadline constrained scheduling is designed for these applications to 

deliver results before the deadline. The distinction between the deadline constrained scheduling 

and the best-effort scheduling is that the deadline constrained scheduling also need to consider 

monetary cost when it schedules tasks. In general, users need to pay for service assessed. The 

deadline constrained scheduling algorithm intends to minimize the execution cost while meeting 

the specified deadline constraint. 

 

II. Budget constrained scheduling 

 

Some users would like to execute workflows based on the budget they have available. 

Budget constrained scheduling intends to minimize workflow execution time while meeting 

users‘ specified budgets. Tsiakkouri et al [10] present budget constrained scheduling algorithms 

called LOSS and GAIN. 

 

 III.  Meta heuristic Based constrained workflow scheduling 

 

A genetic algorithm (GA) in [11] was also developed to solve the deadline and budget 

constrained scheduling problem. It defines a fitness function which consists of two components, 

cost-fitness and time-fitness. For the budget constrained scheduling, the cost-fitness component 

encourages the formation of the solutions that satisfy the budget constraint. For the deadline 

constrained scheduling, it encourages the genetic algorithm to choose individuals with less cost. 

 

 IV. Comparison of QoS-constraint scheduling algorithms 

 

  When comparing two heuristics for the deadline constrained problem, the back-tracking 

approach is more naive. It is like a constrained based myopic algorithm since it makes a greedy 

decision for each ready task without planning in the view of entire workflow. It is required to 

track back to the assigned tasks once it finds the deadline constraint cannot be satisfied by the 
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current assignments. It is restricted to many situations such as data flow and the distribution of 

execution time and cost of workflow tasks. It may be required to go through much iteration to 

modify the assigned schedule in order to satisfy the deadline constraint. In contrast, the deadline 

distribution makes a scheduling decision for each task based on a planned sub-deadline 

according to the workflow dependencies and overall deadline. Therefore, it has a better plan 

while scheduling current tasks and does not require tracing back the assigned schedule. Unlike 

best-effort scheduling in which only one single objective (either optimizing time or system 

utilization) is considered, QoS constrained scheduling needs to consider more factors such as 

monetary cost and reliability. It needs to optimize multiple objectives among which some 

objectives are conflicting. However, with the increase of the number of factors and objectives 

required to be considered, it becomes infeasible to develop a heuristic to solve QoS constrained 

scheduling optimization problems. For this reason, we believe that Meta heuristics based 

scheduling approach such as GA‘s will play more important role for the multi-objective and 

multi-constraint based workflow scheduling. 

 

 

 

FIGURE1. Taxonomy of Workflow scheduling Algorithms 
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3.   PERFORMANCE OF SOME SELECTED WORKFLOW SCHEDULING 

ALGORITHMS 

 

The scheduling algorithm used by [12] is based on Iterative Ordinal optimization (IOO), 

which is an extension of the Ordinal Optimization used for fast dynamic workflow scheduling. 

The IOO system accommodates dynamic changes in resource provisioning against the workload 

variations. The purpose is to generate better schedule from a global perspective over a sequence 

of workload prediction periods. The effectiveness of IOO is measured with Laser Interferometer 

Gravitational-wave Observatory (LIGO) Data. Results show that as the IOO cluster size scales 

from 16 to 128, we observe that IOO method has a scheduling overhead reduction of tens or 

hundreds times than using the Monte Carlo method. Also the IOO method offers 20 to 40% 

times faster throughput than that of the Blind-Pick method as the task number varies. Priority 

Impact Scheduling Algorithm (PISA) was used by [13] to tackle the constraint of user priority 

which may vary based on the fee paid by the user or by something else. The experiment 

conducted is a simulation which consists of 30 services, 10 users with different priority levels 

and tasks with a weight that can only be executed by a single service at a time. The results 

showed that PISA can meet the priority requirement of different users, the most important 

workflows and tasks can get the resource firstly, so they can be executed successfully and more 

quickly. [14] Also used the list scheduling method which guarantees the precedence constraints 

in a workflow application. The algorithm was able to handle data dependency issues related to 

concurrent tasks being executed. [15] Used the Scalable Heterogeneous Earliest Finish Time 

(SHEFT) algorithm which is an extension of HEFT, which is applied for mapping a workflow 

application to a bounded number of processors. Experimental results proved that SHEFT 

outperforms HEFT in workflow make span. SHEFT also enables resources to scale elastically 

during workflow execution. Other workflow algorithms look at the economic cost perspective of 

scheduling rather than the usual make span and time complexity constraints. Some of these 

economic algorithms are LOSS and GAIN, BATS, PBTS (Partition Balanced Time Scheduling), 

CCSH, HCOC, Back-Tracking heuristic , Deadline-MDP heuristic , Genetic meta-heuristic 

implemented in GridBus, CTC scheduling algorithm, SwinDeW-C (Swinburne Decentralized 

Workflow for Cloud) ScaleStar and  BaTS. The ScaleStar is able to compute the monetary cost 

of scheduling based on two models. The first is based on the Pay for use of Virtual Machine, 
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which considers the customers‘ perspective. The second model charge fees such as machine rent 

until users release/return those resource to Cloud Service Providers. Experimental results of 

Scale Star are compared with LOSS3 (also a HEFT extension). ScaleStar was found to surpass 

LOSS3 in terms of Computation to Communication Ratio (CCR), Parallelism factor as well as 

budget types [16]. 

 

Sunflower by [17] is an innovative P2P agent-based framework for configuring, enacting, 

managing and adapting workflows on hybrid Grid-Cloud infrastructures. To orchestrate Grid and 

Cloud services, Sunflower uses a bio-inspired autonomic choreography model and integrates the 

scheduling algorithm with a provisioning component that can dynamically launch virtual 

machines in a Cloud infrastructure to provide on-demand services in peak-load situations. 

Experimental results carried out on IcarGrid and 5 Eucalyptus instances types that provide an 

interface similar to Amazon EC2 showed  that when the Grid is at its peak due to numerous 

workflows, the Eucalyptus interface dynamically create instance of Virtual Machines to augment 

the Grid situation in real time. The algorithms put up by [18],[19] are also similar to Sunflower 

because the scheduler dynamically load balances in peak periods of workflow execution by 

making use of underutilized virtual machines or creating new virtual machines on the fly. [20] 

Designed a service oriented testbed, where experiments can be conducted to evaluate scheduling 

algorithms, policies, and strategies, mainly focusing on service workflows. The testbed has an 

emulation service that allows the characterization of workflows through a description of their 

read and write requirements and execution time of each service that is part of the workflow. 

Experimental results show that the emulator is capable of mimicking the real application 

executions. Also, the results show that the emulated execution times for three different 

scheduling algorithms are equivalent to the real execution times given for the median filter 

application workflow.  

 

[21] Proposed Revised Discrete Particle Swarm Optimization (RDPSO) to schedule 

applications among cloud services that takes both data transmission cost and computation cost 

into account. Experimental results show that the proposed RDPSO algorithm can achieve much 

more cost savings and better performance on make span and cost optimization. Finally [22] 

looked at the aspect of parallelizing scientific workflow scheduling due to their computational 
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complexity as well as the vast amount of data used in the workflows. The work came up with a 

model based on Quality of Service (Performance and cost) restrictions imposed on the workflow. 

The model is implemented on top of Scimulus (an infrastructure for running parallel scientific 

workflows in clouds). 

 

In a real Grid environment, it is hard, and perhaps even impossible, to perform scheduler 

performance evaluation in a repeatable and controllable manner for different scenarios— the 

availability of resources and their load continuously varies with time and it is impossible for an 

individual user/domain to control activities of other users in different administrative domains. To 

overcome this limitation, [23] developed a Java-based discrete-event Grid simulation toolkit 

called GridSim that supports discrete-event based simulation of Grid environments to allow 

repeatable performance evaluation under different scenarios. The toolkit was used by [23] to 

evaluate the performance of deadline and scheduling algorithms through a series of simulations 

by varying the number of users, deadlines, budgets, and optimization strategies and simulating 

geographically distributed Grid resources. [23] Also demonstrated the effectiveness and 

application of Grid technologies for solving real-world problems such as molecular modeling for 

drug design on the WWG (World-Wide Grid) testbed.. Some three dimensional graphs (report) 

of the simulations carried out with GridSim by [23] for Deadline and Budget Constraint 

Scheduling algorithms are shown below. 
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FIGURE2. Deadline time utilized for processing Grid jobs for different values of deadline and 

budget. 

 

 

 

 

FIGURE3. Budget spent for processing Grid jobs for different values of deadline and budget. 
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FIGURE4. No. of Gridlets (jobs) processed for different deadline limits with a fixed budget for 

each. 

 

After reviewing some workflow scheduling algorithms in cloud and computing 

environments, the recommended are the meta heuristic ones because they provide more optimal 

solutions despite the higher time they incur. The Simulation framework brought by [23] named 

GridSim is also appreciated because it overcomes numerous challenges faced by researchers 

involved in Grid computing. 

 

4 CONCLUSION 

 

In this paper, the Grid/Cloud workflow scheduling algorithms were reviewed which 

provided a broad understanding of the domain. From the reviewed algorithms no best algorithm 

is suggested, but a user or researcher would ultimately use the algorithm that suites his 

requirements, the heuristic algorithms execute in a lesser time, producing less optimal solutions. 

While the Meta heuristic ones provide more optimal solutions but take longer computational 

time than the heuristic ones. 
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